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Background 
 Seasonal climate forecasts can be used to reduce the damages 

caused by climate variability 

 Seasonal forecasts can be made by general circulation models 

(GCMs) 

 Statistical downscaling 

 Multimodel ensemble 

 National Multimodel Ensemble (NMME)  



Objectives 
1. Evaluate the skill of NMME models to forecast the El Nino 

- Southern Oscillation (ENSO) 

 

2. Evaluate the skill of the downscaled seasonal precipitation 

(P) and temperature (T) for the NMME models in the SEUS 

 

3. Evaluate the skill of the downscaled CFSv2 forecasts of 

reference evapotranspiration (ETo) and relevant variables in 

the SEUS: 

- Temperature (maximum, minimum and mean) 

- Solar radiation 

- Wind speed 



NMME historical forecast (hindcast) dataset 

No. Model Abbr. Members Period Lead Month 

1 NCEP-CFSv1 CFSv1 15 1981-2009 0-8 

2 NCEP-CFSv2 CFSv2 24 1982-2010 0-9 

3 COLA-RSMAS-CCSM3 CCSM3 6 1982-2010 0-11 

4 IRI-ECHAM4p5-AnomalyCoupled ECHAM-Anom 12 1982-2010 0-7 

5 IRI-ECHAM4p5-DirectCoupled ECHAM-Dir 12 1982-2010 0-7 

6 GFDL-CM2p1 GFDL 10 1982-2010 0-11 

7 NASA-GMAO (incomplete) GMAO 10 1982-2010 0-8 

8 NASA-GMAO-062012 (incomplete) GMAO-062012 12 1982-2010 0-8 

9 GFDL-CM2p1-aer04 (incomplete) GFDL-aer04 10 1982-2010 0-11 



Forecast evaluation 

 Brier Skill Score (BSS) is used to evaluate the accuracy of 

probability forecast 

• BSS is used to determine how many of 

the forecast members correctly 

forecasted the correct tercile compared 

to climatology (which is 33%) 

 Mean square error skill score (MSESS) is used to evaluate 

the accuracy of deterministic forecast 
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Objective 1: Skill of the ENSO forecast 
Evaluate against observations 

Calculate the spatial average of 

the SST in this region for each 

NMME model 



Skill of the ENSO forecast in different seasons at lead 0 
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Objective 2: Skill of the downscaled P and T forecast of NMME  

NMME grid point 

~100-km 

NLDAS-2 grid point 

~12-km 

Forcing dataset of NLDAS-2 were used as surrogate of observations 

for statistical downscaling and forecast verification 



Statistical downscaling methods 
• Model output statistics (MOS): Corrects systematic errors 

of the NMME output 

• Spatial disaggregation (SD) 

• Spatial disaggregation with bias correction (SDBC) 

• Perfect prognosis (PP): Establishes statistical model using 

large-scale and local-scale observed data (SST in Nino3.4 

and P, T) and apply this model to the NMME output  

• Linear regression (LR) 

• Locally weighted polynomial regression (LWPR) 

(nonparametric nonlinear regression) 

• Direct interpolation (INTP) of the raw output as a 

benchmark 

• Leave-one-out cross validation was conducted 



Overall mean of precipitation forecasting skills for 

NMME models at lead 0 

 



Overall mean of temperature forecasting skills for 

NMME models at lead 0 



SDBC: Precipitation forecasting skills for NMME 

models in different seasons at lead 0 



SDBC: Precipitation forecasting skills for NMME 

ensembles in different seasons at lead 0 

 



SDBC: Temperature forecasting skills for NMME 

models in different seasons at lead 0 



SDBC: lead 0 
Precipitation 

SDBC: lead 0 to 7 



SDBC: Lead 0 SDBC: Lead 0 to 7 Temperature 



Objective 3: Skill of the downscaled CFSv2 ETo forecast  

PM equation 

Validation 

Downscaling 

ETo forecast 

Downscaling 

Downscaled ETo 

forecast  

Downscaled climate 

variables 

PM equation 

Downscaled ETo 

forecast  

CFSv2 

Required data: 

Tmax, 

Tmin, 

Tmean, 

Rs, 

Wind 

Tdew or RH 



Overall mean skills in lead 0 



CFSv2 variables 
Lead 0 Lead 0 to 9 
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Summary 
1. Most of the NMME models showed high skill on forecasting 

ENSO 

2. The forecasting skill of P and T for NMME was improved through 

different statistical downscaling methods 

3. The skill is higher in cold seasons than warm seasons 

4. The LR and LWPR methods did better than the SD and SDBC 

methods for downscaling P but worse than the SD and SDBC for 

downscaling T 

5. In the first lead, CFSv2 model achieved the highest skill on 

forecasting T with the SDBC method; the ECHAM model and the 

multimodel ensemble forecasts achieved the highest skill on 

forecasting P with the LWPR method 

6. CFSv2 showed great potential on forecasting seasonal ETo 



Additional Information 
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= 0.861 

To calculate Lower tercile BSS: 

 Similarly, we can calculate BSS in other terciles 

 Deterministic forecast was calculated by ensemble mean 

 Replacing the BS with MSE, we can calculate MSESS 

 The BSS is a very conservative evaluation metrics of 

probabilistic forecast (Stefanova and Krishnamurti, 2002) 



MOS downscaling methods 

 SD 

 Spatially interpolate the anomalies of the NMME forecasts 

using inverse distance weighting (IWD) and then add to the 

climatology of the NLDAS-2 

 SDBC 

 Spatially interpolate the anomalies of the NMME forecasts 

using IWD 

 Quantile mapping bias correction of the anomalies using the 

anomalies of NLDAS-2 and add the bias corrected anomalies 

to the climatology of the NLDAS-2 

 



MOS downscaling methods 
 IDW estimates values at a point by weighting the influence 

of nearby data the most, and more distant data the least. 

 Procedure: 

 Compute distances of the unknown points to all the points in 

the dataset 

 Compute the weight of each point. Weighting function is the 

inverse power of the distance. 

 Estimated value is the weighted average 

 

 

 

 

 

 



MOS downscaling methods 
 Quantile mapping bias correction technique 

 

 

 

 

 

 

 

 

 

 Leave-one-out cross validation 

 

 

 

 

 

 

 

 

 

 

(Hashino et al., 2007) 

Observations Forecasts 



PP downscaling methods 
 LR:      i: season; j: grid 

 Fit linear regression models for X (the observed SST in 
Nino3.4 region) and Y (the P or T2M of NLDAS-2) for each 
season and each grid point 

 Apply these linear regression models to the NMME SST in 
Nino3.4 region to predict the P or T2M for each season and 
each grid point 

 Estimate regression residuals 

 Generates 10 random numbers from regression residuals by 
assuming normal distribution with mean 0 and standard 
deviation of regression residuals 

 Calculate ensemble forecast by adding 10 generated numbers 
to the predicted value 
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PP downscaling methods 
 LWPR:      i: season; j: grid 

 Fit locally weighted polynomial functions (f) for X (the 

observed SST in Nino3.4 region) and Y (the P or T2M of 

NLDAS-2) for each season and each grid point 

 Apply these functions to the NMME SST in Nino3.4 region to 

predict the P or T2M for each season and each grid point 

 Estimate regression residuals 

 Generates 10 random deviates from regression residuals by 

assuming normal distribution with mean 0 and standard 

deviation of local regression residuals 

 Calculate ensemble forecast by adding 10 generated numbers 

to the predicted value 
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